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What is “Big” Data in Our Real Life?

Even a very simple calculation is challenging in Big Data.
Q: Find the total number of halos in “BigHaloCatalog.csv” (1TB)

A: bash> wc -| BigHaloCatalog.csv [Enter]
Segmentation Fault...

/. BigHalonfalog.csv j\“N\ap"
Piece000.csv PieceOO0l.csv " Piece999.csv
*wc -1 Piece000.csv” *wc -l Piece0Ol.csv” *wc -l Piece999.csv”
\ \l' /“Reduce”

.collect()

.sum()



Two common Big Data Platforms

MLlIib
(machine
learning)

? Apache Spark

Dask natively scales Python

Dask provides advanced parallelism for analytics,
enabling performance at scale for the tools you love

Integrates with existing projects

BUILT WITH THE BROADER COMMUNITY

Dask is open source and freely available. It is developed in coordination with other community projects like Numpy, Pandas, and

Scikit-Learn.

Numpy Pandas

SAPACHE

May, 2016

Dask arrays scale Numpy workflows, Dask dataframes scale Pandas Dask-ML scales machme Iearmng

enabling multi-dimensional data workflows, enabling applications in APIs like Scikit-Learn and XGBoost
analysis in earth science, satellite time series, business intelligence, to enable scalable training and

imagery, genomics, biomedical and general data munging on big prediction on large models and large
datasets.

. = >

cassandra
applications, and machine learning data.

MESOS

Basic Prerequisites are
Python Data Science Stacks:
numpy, scipy, pandas, scikit-learn

kubernetes




Quick History of Big Data Techs (feat. GCP)
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Quick History of Big Data Techs (feat. GCP)

Google invented new data processing methods as it grew
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Google Cloud opens up that innovation and infrastructure to you
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What is Apache Spark?

“Apache Spark is a multi-language engine for executing data engineering, data
science, and machine learning on single-node machines or clusters.”

Key features

o I G nnl @
S I l I l p e. Batch/streaming data SQL analytics

Unify the processing of your data in Execute fast, distributed ANSI SQL

batches and real-time streaming, queries for dashboarding and ad-
a s using your preferred language: hoc reporting. Runs faster than most
® Python, SQL, Scala, Java or R. data warehouses.
Scalable. & @)
U .f. d Data science at scale Machine learning
n I I e ® Perform Exploratory Data Analysis Train machine learning algorithms on
(EDA) on petabyte-scale data a laptop and use the same code to

without having to resort to scale to fault-tolerant clusters of
downsampling thousands of machines.




What is Apache Spark?

Spark | MLIib Basic Prerequisites are

Streamingl§ (machine | Python Data Science Stacks:

learning)

: Apache Spark |

numpy, scipy, pandas, scikit-learn

pandas
VS.
‘I\Z ‘ Spark DataFrame, koalas, pyspark.pandas

SoarK

cassandra

import pyspark.pandas as ps

scikit-learn
VS.
MLIib, SparkML, MMLSpark(SynapseML)

MESOS

kubernetes



Immutable Data and Lazy Evaluation

pandas vs. Spark DataFrame

mutable variable2| Zr&tst immutable inputs “a”2} “b”E 0|23HM =S ¢ otokst=g| .
4=1 2|9| It EAlLS immutabilityS X|7|HA] [L}2}7}3

o M, H 43| A

a=a+l a_cache = b+(a+1)

a=a+b CHA B =2

b=b+a b_cache = b + a_cache
c=a+b oM Hm| =2

c=c+a2 c_cache = a_cache + b_cache
print(c) 2atn =2

c = c_cache + a_cache
O|=A| ElLICt.

c = (b+a+1) + (b + (b+@a+1)) ) + (b+(a+1)
JER

Immutable Input > Directed Acyclic Graph (DAG) > Lazy Evaluated Result



Creating Apache Spark Clusters

Spark and Cluster Managers

Spark Standalone Cluster SﬁAaﬁl(\z

>
Apache Mesos o MESOS

Hadoop YARN & {jEEpmp
Kuberbetes

kubernetes




Creating Apache Spark Clusters

APACHE

Spor

iMac/i7/40Gb /4cores
Master/Name

Multiverse Simulation, Horizon 3 x Ubuntu/Ryzen/64GB/8cores
Run 4, SDSS, and CMB data Slave/Data

amazon

ml Vicrosoft
Azure

, webservices* 4
a



Creating Apache Spark Clusters

Project
Project / Cluster Infra / Cluster Template

APl Access
Compute Cluster Template

Cluster Infra

KASI Clusters

KASI Cluster Templates Displaying 13 items

Resource Types Name Updated Time Actions

Template Versions KASI-SingleVM Wed Mar 23 11:06:15 2022 Launch Cluster Stack

Template Generator
KASI-OpenMPI-Cluster Fri Mar 04 15:41:36 2022 Launch Cluster Stack

Container Infra >
KASI-OpenMPI-Cluster-Slurm Fri Mar 04 15:41:12 2022 Launch Cluster Stack

Network >

Volumes KASI-Dask-Cluster Wed Feb 16 18:37:55 2022 Launch Cluster Stack

Object Store KASI-Celery-Cluster Wed Feb 16 18:38:11 2022 Launch Cluster Stack

Share
KASI-Airflow-Cluster-1 Wed Feb 16 18:38:26 2022 Launch Cluster Stack

Rating
KASI-Airflow-Cluster-2(Dask) Wed Feb 16 18:38:44 2022 Launch Cluster Stack

Identity
Management KASI-Airflow-Cluster-3(Celery) Wed Feb 16 18:38:58 2022 Launch Cluster Stack

KASI-DB-Cluster-1(MongoDB) Wed Feb 16 18:39:51 2022 Launch Cluster Stack

KASI-DB-Cluster-2(ClickHouse) Wed Feb 16 18:40:04 2022 Launch Cluster Stack

KASI-Spark-Cluster(stand-alone) Wed Feb 16 18:40:22 2022 Launch Cluster Stack

KASI-Spark-Cluster(hadoop) Wed Feb 16 18:40:36 2022 Launch Cluster Stack

devstack-test-nfs Mon Feb 14 17:26:42 2022 Launch Cluster Stack

Displaying 13 items




Creating Apache Spark Clusters

oeb Dataproc

& Create a cluster

Name

tax-report-processing

Zone

us-east1-b

Master node
Contains the YARN Resource Manager, HDFS NameNode, and all job drivers

Machine type Cluster mode

n1-standard-4 (4 vCPU,15.0GB .. ~ Standard (1 master, N workers) v

Primary disk size (minimum 10 GB)

500

Worker nodes

Each contains a YARN NodeManager and a HDFS DataNode.
The HDFS replication factor is 2.

Machine type
n1-standard-4 (4 vCPU, 15.0GB .. ~ 2

Nodes (minimum 2)

Primary disk size (minimum 10 GB)

500 0 x 375 GB

Local SSDs (0-8)

YARN cores YARN memory
8 24.0GB

gcloud dataproc clusters create mycluster \
gs://mybucket/init-actions/my init.sh \
--initialization-action-timeout 3m

--initialization-actions




Scientific Examples



Example: Massive Graph Measurements

of the
ROYAL ASTRONOMICAL SOCIETY

MNRAS 493, 5972-5986 (2020) doi:10.1093/mnras/staa5S66
Advance Access publication 2020 February 27

Constraining cosmology with big data statistics of cosmological graphs

Sungryong Hong “,!* Donghui Jeong,> Ho Seong Hwang “,>** Juhan Kim,’

ABSTRACT

By utilizing large-scale graph analytic tools implemented in the modern big data platform,
APACHE SPARK, we investigate the topological structure of gravitational clustering in five
different universes produced by cosmological N-body simulations with varying parameters:
(1) a WMAP 5-yr compatible ACDM cosmology, (2) two different dark energy equation of
state variants, and (3) two different cosmic matter density variants. For the big data calculations,
we use a custom build of standalone Spark/Hadoop cluster at Korea Institute for Advanced
Study and Dataproc Compute Engine in Google Cloud Platform with sample sizes ranging
from 7 to 200 million. We find that among the many possible graph-topological measures, three
simple ones: (1) the average of number of neighbours (the so-called average vertex degree) «,
(2) closed-to-connected triple fraction (the so-called transitivity) ta, and (3) the cumulative
number density n, - s of subgraphs with connected component size s > 5, can effectively
discriminate among the five model universes. Since these graph-topological measures are
directly related with the usual n-points correlation functions of the cosmic density field,
graph-topological statistics powered by big data computational infrastructure opens a new,
intuitive, and computationally efficient window into the dark Universe.

Key words: methods: numerical —methods: statistical —large-scale structure of Universe —
cosmology: theory.
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Example: Massive Graph Measurements

Table 2. Sample Selections

Multiverses Equal Mass Cut Sample Equal Abundance Sample®
Name  Cosmological Parameters Ny, Myt (M) Np, M in(Mg)

STD Q,, =0.26,w =—1.0 7,086,717 5.00 x 10! 7,086,717  5.05 x 1011

DE1 Q,, = 0.26,w = —0.5 7,806,135 5.00 x 101! 7,086,717  5.59 x 1011
DE2 Q,, =0.26,w =—1.5 6,886,870 5.00 x 10! 7,086,717  4.87 x 101!

DM1 Q,, =031, w=-1.0 8,595,923 5.00 x 10! | 7,086,717  6.24 x 10!
DM?2 Q,, =021, w=-1.0 5,579,491 5.00 x 10t | 7,086,717  3.86 x 10!

STD-HR Horizon Run! 206,140,716 5.00 x 10! | 206,140,716  5.05 x 10!

Table 1. Hardware Configurations for the Spark Clusters!

Driver Node Worker Node
Cluster Name vCPUs" Memory vCPUs' Memory nWorkers!

KIAS Standalone? 4 32GB 16 52GB 3

Google Cloud DataprocP? 16 104GB 32 208GB 5




Example: Massive Graph Measurements

X

Dark Matter

Perturbation Axis

STD
STD-HR1024(x27)
STD-HR2048

Q. =021.w
Q,=031.w
Q,=026.w
Q,=026,w

-1.0
-1.0

-05

|
—_—
;J '

1.8 1.9
ns>s[h°Mpc™]

STD-HR2048: 57 millions halos with 206 millions connections
I paid $30 for this single point.



Example: Massive Graph Measurements

la(L) —a(L=00)lx L7

a(L=00)=3.64+3E-7
y=1.13+0.004

Std. Dev. : a

256 362 512 724 1024 2048

2a(L) = Ta(L=c0)l x L7

TA(L=00)=0.6012+5E—-10

y=0.96 +0.001

1 356' 362 512 724 1024 2048
.

ns>s(L) —ng>s(L=o00)lec L7

[E—
\O
-

ng>s(L=00)=1.80E—4 +1E—-6
y=0.97+0.001

(S
o0
N

Mean: ng>s
Std. Dev. : ng>5

256 362 512 724 1024 ) 256 362 512 724 1024
L=V'"3 [h~"Mpc] L=V'3 [h~'Mpc]
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Example: Point Clouds and the Universe




Example: Point Clouds and the Universe

Sphere: N=200

0.2 4 ~0.2 4V 0.2
0.4 6 , 0.4 46 0.4

x %o .. x %% 0. .. X

0.2
0.4
0.6
X




Example: Point Clouds and the Universe

feature mlp (64,128,1024)
transform >

-
>

shared
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shalred
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mlp (128,m)




Example: Point Clouds and the Universe

Classification Network
input mlp (64,64) feature mlp (64,128,1024) max mlp

transform :t__l_p: transform :?‘:: pool {04 (512,256.,k)
'é’ | ] nx1024 1
- | | global,feature i

___output scores -

mug? ¥, . i e grpm—— . g : o2 point features

—»t

< input points

shared shared
mlp (512,256) mlp (128,m)

Seementation Network

. output scores

~ .y table?

car?

Classification Part Segmentation Semantic Segmentation




Thank you!



